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Abstract

Rational engineering of enzyme properties has an enormous potential but is hampered by limitations in our understanding
of the structural determinants of these properties. Recent examples of efforts in rational engineering illustrate the current state
of the art.
© 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction

The applicability of naturally occurring enzymes
in industrial processes is often hampered by the fact
that these enzymes primarily are adapted to nature
and not to industry. Thus, successful application of
an enzyme in an industrial process is often preceded
by efforts in enzyme engineering that are aimed at
tailoring specific enzyme properties. Unfortunately,
rational design of improved enzyme variants is rather
complicated as illustrated by the fact that there are a
lot of carefully designed mutant enzymes around that
just do not work (and that usually do not appear in the
literature). The complexity of mutant design is even
more clearly illustrated by recent results from directed
evolution studies: enzyme variants with new proper-
ties have been obtained, but many mutations selected
in these variants are not obvious from a theoretical
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point of view [1–4]. Despite apparent complexities,
impressive examples of rational enzyme design do
exist, some of which are discussed below.

2. Stability

Many enzymes are not sufficiently stable under pro-
cess conditions, which makes stability one of the most
often engineered protein properties. Mutational studies
of reversible thermal unfolding of small proteins have
provided quite some fundamental insight in structural
factors that determine protein stability[5–8]. These
studies have established several important strategies
for protein stabilization, such as the introduction of
disulfide bridges[9], helix capping and optimization
[10–13] and “entropic stabilization” (Gly→ Xxx;
Xxx → Pro; [14]). In addition, there exist numerous
attempts to derive “rules” for protein stabilization
from sequence comparisons of naturally occurring
homologous proteins with varying stabilities (see
[15,16] for recent examples). Such statistical rules are
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often lacking a theoretical explanation and examples
of successful application of such rules are scarce.

Despite the existence of some experimentally veri-
fied rules[5–8], rational improvement of the stability
of an enzyme in an industrial setting is by no means
well-established. One major problem relates to the fact
that protein inactivation (by temperature or other de-
naturing factors) is likely to result from (undefined)
irreversible processes that are governed by local, as
opposed to global unfolding (e.g.[17–20]). If this is
the case, the main problem for the protein engineer is
to find “weak spots” in the protein that are involved in
the local unfolding processes that determine the rate
of the irreversible process (usually aggregation or pro-
teolysis).

The importance of local processes is well-illustrated
by the design of a hyperstable variant of the
thermolysin-like protease fromBacillus stearother-
mophilus (TLP-ste)[18,21,22]. In the initial phase of
the design process, it was noticed that most rationally
designed mutations had remarkably small effects on

Fig. 1. C-� trace of TLP-ste. The locations of three stabilizing point mutations in the unfolding region are illustrated by the side chains of
the introduced residues (Phe63, Pro65, Pro69). An engineered disulfide bridge (Gly8-> Cys; Asn60-> Cys) that alone stabilized TLP-ste
by 16.7◦C [24] is drawn as a dotted line and indicated by an arrow. The bold line represents the C-� trace between residues 56 and 69. The
dotted part of the trace indicates the region where mutations were introduced to create TLP-ste variants with two unfolding regions[20].

thermal stability[23]. On the basis of these and other
results it was suggested that thermal inactivation of
TLP-ste is governed by local unfolding processes
that precede the irreversible step (autolysis ([23,24])).
Further mutagenesis studies revealed that mutations
in one particular region in the N-terminal domain had
profound effects on stability[18], suggesting that this
region was the weak spot in TLP-ste (Fig. 1). Once this
weak spot had been identified, rational design of sta-
bilizing mutations in TLP-ste became remarkably suc-
cessful[24] and hyperstable variants of TLP-ste could
be engineered[21]. The weak spot probably plays a
prominent role in the early steps of TLP-ste unfolding
[20]; in fact the term “unfolding region” has been used
to describe this stability-determining part of the pro-
tein [25]. The extent of unfolding that precedes autol-
ysis is not known but it is likely that larger parts of the
N-terminal domain of the protein are involved[22,23].

If the stability of a protein depends on global unfold-
ing, the effects of independent mutations on stability
would normally be additive[20,26]. If, on the other
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hand, local (partial) unfolding processes are impor-
tant, stabilizing mutations will be non-additive unless
they are in the principal unfolding region. To illustrate
this Vriend et al.[20] created four pseudo wild-types
of TLP-ste in which a second unfolding region had
been created by mutations in the C-terminal domain
of the enzyme (Fig. 1). The distances between the two
regions were in the order of 30–40 Å meaning that di-
rect interactions between the two regions could be ex-
cluded. Subsequently, the effects of stabilizing one or
both of the two weak regions were studied. The results
illustrated two things.

(1) The “enough is enough” effect. In one variant the
second unfolding region was created by three in-
dependent mutations that together destabilized the
wild-type by 7.1◦C. Wild-type stability could be
retained by each combination of two of the three
reverse mutations (and up to 7.0◦C could be ob-
tained by only one of them). This illustrates that
once a region of a protein has become so stable
that its unfolding no longer contributes to the ther-
mal inactivation process, new mutations in this re-
gion have no effect.

(2) Overadditivity. Combining stabilizing mutations
in each of the two unfolding regions gave large
synergistic effects. For example, in one case, sta-
bilizing mutations in the two regions that yielded
+2.3 and+4.1◦C individually yielded+14.6◦C
when combined. This illustrates that the individ-
ual effects of stabilizing mutations in each of the
regions are limited by the fact that there is a sec-
ond weak region.

The fact that local unfolding is rate-limiting in ir-
reversible inactivation has important implications for
the rational design of stabilizing mutants. Mutation
strategies should aim at finding the “weak spot” of the
protein, and then use established strategies for protein
stabilization. When all weak spots of the protein are
eliminated a more globally oriented mutation strategy
may be adopted.

Finding the weak spot or unfolding region in a pro-
tein obviously is not a simple task and will most likely
need to be based on random approaches. Clearly, the
combination of rational design with random mutagen-
esis, directed evolution and high throughput screening
of mutants may be beneficial in this respect (see also,
e.g.[27,28]).

Fortunately, recent efforts in enzyme engineering
have also yielded insights that enlighten the task.
First of all, it is now well-established that only a lim-
ited number of well-designed mutations is needed to
achieve drastic improvements in stability properties
[21,29–32]. Furthermore, opposed to naturally oc-
curring thermostable enzymes, engineered stable en-
zymes seem to keep their activity at low temperature
(e.g. [21,29–32]). This difference between naturally
occurring and engineered enzymes is probably due to
the fact that selection pressures in nature are rather
different from those that we apply in the laboratory.
The latter nicely illustrates that the protein engineer
has access to what is physically possible and not only
to what is biologically relevant.

Increases in computational power and in the num-
ber of well-characterized protein variants have spurred
the development of algorithms capable of predicting
stabilizing mutations in small proteins that undergo
reversible unfolding (see e.g.[33–35]). These meth-
ods are likely to be most successful when used for
calculating stabilizing mutations in the interior of the
protein. When it comes to calculating mutations on
the surface or in flexible parts of the protein, the rate
of success is smaller[34–36]. As with all computa-
tional methods based on energy-calculations, there are
limitations imposed by the size of the protein and by
possible shortcomings in the force-field. These com-
putational methods may not be generally applicable
to the stabilization of industrial enzymes, where sta-
bility is likely to be determined by (undefined) partial
unfolding processes followed by e.g. aggregation. On
the other hand, impressive methods for “automated”
protein stabilization are evolving[33] which may find
their way to industry.

3. Catalysis

Enzymes catalyze an enormous variety of reactions
in complex catalytic centers using mechanisms that are
often poorly understood. One major complication con-
cerns the role of structural motions (involving a few
residues or complete loops/domains; e.g.[37–39]),
which clearly are important but which are difficult to
rationalize/engineer. Also catalytic mechanisms dif-
fer from enzyme to enzyme, making it intrinsically
difficult to devise a set of more or less “general”
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strategies that may be tried in efforts to engineer
catalysis.

There are numerous examples in the literature that
illustrate the delicacies of catalysis and the sensitivity
of catalysis to minor changes in active site structure
(e.g. [40,41]). To underline this, Mesecar et al.[40]
introduced the term “orbital steering” after having
observed that small structural perturbations in the
active site of isocitrate hydrogenase had large effects
on catalytic activity. The observed effects were sug-
gested to be due to perturbations no larger than small
changes in the positioning of overlapping orbitals in
enzyme and substrate. The results of studies aimed at
converting trypsin into chymotrypsin by (semi-) ratio-
nal design provide another beautiful illustration of the
complexity of engineering catalysis. From a structural
point of view, this conversion seemed rather straight-
forward in the sense that it seemed attainable by a few
mutations in the specificity-determining S1 subsite.
It turned out, however, that several “non-predictable”
mutations quite far away from the S1 subsite were
needed to obtain significant chymotrypsin activity
([41,42], and references therein).

By combining mutagenesis, structural studies, en-
zymology and computational methods McIntosh et al.
[43–45]recently investigated electrostatic interactions
involved in catalysis in a xylanase fromBacillus cir-
culans. They show that the pKa values of catalytic
glutamate residues depend on a variety of interactions
involving most of the residues in the active site. Some
of these interactions change during the catalytic cy-
cle, which results in pKa cycling during catalysis[43].
Most importantly, in their most recent paper, Joshi
et al. conclude that attempts to engineer the catalytic
performance of the enzyme should probably focus on
mutations at positions somewhat outside the active
site. Such mutations would leave the structure of the
active site unchanged but could still have considerable
effects on catalysis via longer range electrostatic in-
teractions[44].

Whereas the importance of electrostatic interactions
for catalysis is well-established[46], the rationaliza-
tion of these interactions still is a major challenge.
It is possible to treat local short-range electrostatic
forces using quantum mechanical techniques[47].
However, quantum mechanical calculations (QMC)
are limited to treating only 100 atoms in a single
calculation, and it is, therefore, not possible to use

QMC to describe long-range electrostatic forces in
enzymes. Consequently, researchers have been forced
to use less detailed methods such as finite-difference
solvers of the Poisson–Boltzmann equation (PBE).
PBE solvers[48–50] have been used extensively to
analyze electrostatic phenomena in proteins. These
methods do, however, suffer from a number of in-
herent complexities. A more severe limitation is the
description of protein flexibility by the use of a single
(or in some cases two) protein dielectric constant(s).
A single dielectric constant is clearly not able to
accurately describe the dielectric response in an en-
zyme active site, and it is also inherently problematic
to describe microscopic electrostatic effects using a
macroscopic quantity as the dielectric constant (see
Sham et al.[51] for an excellent discussion on pro-
tein relaxation and dielectric constants in protein
electrostatic calculations).

The importance of long-range electrostatic inter-
actions has been confirmed by mutagenesis stud-
ies in a number of enzymes, e.g. subtilisin[52],
thermolysin-like proteases[53], and chitinases[54].
However, there are no convincing examples of fully
rational engineering of catalysis via manipulation of
long-range electrostatic interactions. The delicacy of
catalysis that makes rational engineering difficult is
also a potential goldmine to the protein scientist. It is
becoming increasingly clear that enzymes evolve in
nature by relatively minor modifications of active-site
structures[1,55]. This is a challenge because it in-
clines that small changes give large effects, but it also
makes redesign of an enzyme to get different catalytic
specificities possible without large adjustments of the
enzyme structure. This is well-illustrated by recent
studies on redesign of enzymatic activities of (�/�)8
barrel proteins[56]. The (�/�)8 motif is unique in
that it occurs in roughly ten percent of all enzymes,
representing a broad spectrum of enzymatic activities.
Further studies aimed at rational redesign of a variety
of (�/�)8 enzymes may provide important clues for
rational engineering of enzymes in general.

4. Conclusions

New techniques for creating large and diverse
libraries of protein variants and robotized high-
throughput screening for desired properties provide
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important new tools for the enzyme engineer[1].
Although these new strategies (often referred to as
“directed evolution”) have yielded impressive results,
they have also revealed the continued importance of
rational design. The combination of rational design
and random approaches is probably the most power-
ful and effective[1,27,57]. Random approaches will
be particularly important in cases where there is in-
sufficient structural information available as well as
for the engineering of parameters that are difficult
to rationalize. Rational design will remain of utmost
importance when it comes to engineering properties
that are difficult to screen for (e.g. enantioselectiv-
ity; [28]). It will also be used to create an initial
set of mutants as a starting point for “fine-tuning”
by directed evolution methods. Methods for ratio-
nal design of effective site-directed mutations and,
eventually, complete active enzymes will profit from
the results of ongoing massive efforts in protein
X-ray crystallography (often referred to as “structural
genomics”; [58]). A drastic increase in the protein
structure database will also help in further unraveling
of the structural determinants of enzyme stability and
catalytic performance.
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